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alls to the call center are databased; that is, every call that comes into

the call center has its relevant information stored: where did the call

originate, who answered, in what category was the question, when did
the call start, when did it stop, and so on. Some of these calls generate “cases”;
there is action that needs to be done after the call. Call centers are interested
in measuring their capabilities and oftentimes, as in this instance, the time until
a case can be called “closed” is a metric that these centers use to grade them-
selves.

As the consulting statistician, I was told that the leaders of the call center were
interested in reducing the time to closure for the incoming calls. Of course, I
was told the mean time to closure was some number of minutes, either 2 or 20
or 200 or something, I forget; it really doesn’t matter for this discussion. They
told me the mean, so naturally I asked for the raw, atomic-level data.

They gave me the data: a printout from an SQL routine that told me, accurate to
twenty decimal places (I am not making this up!), the mean time to closure.

No, I need the data that you used to get these means; do you have that data?
After several weeks, | was given a data set with hundreds of call durations.

Do you have the start and stop times _from which you calculated these durations,
the actual times the calls came in and when the cases were opened and closed?

After several more weeks, I finally got the data: among other things, start and
stop times for each of the calls. A plot of these data is at right.

The horizontal axis shows the day and time during the week when the call “came
in” and a case was created. Note that no calls came in on Saturday, as the call
center was closed. The vertical axis shows the time until the case that was gen-
erated from that call was closed. Note that the time until closure ranges from
“negative” to “> 90 days”. From this distribution, the call center had been cal-
culating means as a summary measure for that distribution. [Remember: mean
if, and only if, total.]

The horizontal axis has been marked with two relevant time points, namely 8am
and 8pm, the times when the permanent and contract call staff answered calls.
From 8pm until midnight, only contract staff handled all the incoming calls.

The vertical axis is not your typical linear or logarithmic axis. It shows continu-
ous time but the mapping becomes more compressed as time increases in an ef-
fort to avoid bunching up the atomic data ink dots in this highly, highly skewed
distribution. Within each band, time is uniformly spaced; however, these even-
length bands do not contain the same amount of total time.

Some observations are in order, once we can see the atomic-level data:

There is point mass at zero. Note that this is not approximately zero, but actually
zero. A look at the raw data revealed that the time of closure was identical to
the time of opening these cases. They are not rounded to zero; they are exactly
zero, down to the precision of the data collection device, the timeclock on the
computers where these cases were logged. Note that this point mass only occurs,
however, between 8am and 8pm.
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Time to closure of cases by day of week and time

Subset of cases: all cases, April through September
Day and time of case creation is shown on the horizontal axis. Time to closure is shown on the vertical axis.
Small tick marks show 8am and 8pm. Time on the vertical axis is uniformly spaced between demarcations.
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There are values in excess of 90 days. All these values, except the one that was
generated late on a Sunday evening, occur between 8am and 8pm.

The non-uniform scaling of the vertical axis produces a non-uniform window
that demonstrates the absence of any closures taking place on weekends. Note
that for cases that were opened late on Sunday, there are no closures in the time
window that spans 5 to 7 days into the future. This is because such closures
would necessarily occur on Saturday or early on Sunday, at times when the call
center is not in operation.

This sliding weekend effect appears to get wider as the week goes on, a con-
sequence of the unequal spacing on the vertical axis. Cases being opened on
Friday get closed within slightly more than 4 hours, or they don’t get closed until
after the weekend. As the time scale becomes more compressed, we can see day/
night differences; look, for example, at Thursday and the nearly parallel curves
showing the case closures 4, 5, 6, and 7 days after the cases were opened.

Note that those cases that were opened late in the day on Friday (after approxi-
mately Spm) were either closed quickly, within about 15 minutes, or were de-
layed until Sunday. Very few cases were opened after 8pm on Friday.

Once again, our data display is the model so our model here states that case-
creation time is a source of variation in time to closure. A lesson one can learn
from these data is that the call center might be able to reduce its average time to
closure simply by tinkering with the days and hours that the center is staffed.

But from a data point of view, one must be concerned with the presence of the
negative times to closure and the point masses at zero. I investigated these
anomalies by tracing the data back through its sources until I found the database
programmers huddling in the basement of the building. After showing them the
plot and explaining the problem, they told me why such an instance should not
be viewed as a problem at all: the server that collected the case-open times and
the server that collected the case-close times weren’t necessarily the same server.
As such, because the servers weren’t necessarily sychronized, it was possible to
have negative values sometimes. That is ok, they said. We usually just delete
the negative values from the database, since we know they cannot be right.

How can one know, then, 1 asked, that values that are at, say, 74 seconds shouldn t
really be at 98 seconds because the clocks are out of sync by 24 seconds?

There is no way to tell, I was informed, because it is not possible to know which
server is making the time stamp. But I was assured that this wasn’t a problem
because values of 74 seconds are possible but values of -20 seconds are not!

And what of the point mass at zero? Surely the server synchronization problem
didn’t explain that too?

I went to talk to the people who actually took the calls and opened and closed the
cases. The call reps took calls over headsets and were talking while looking up
various pieces of information. If a case was to be opened, that is, if the call reps
couldn’t derive the answer in real time, then they filled out an on-screen form
and sent it into “the system”.

But some of the senior permanent staff had figured out a trick. Because calls
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came fast and furiously during the day and time-on-hold and number-of-rings-
before-answering were also gradable metrics, the call reps learned to do what
they could to keep their non-talk time to a minimum. And this meant making
sure the computer was ready when the calls came in and setting things up so as
to not have to wait for the computer to respond when they needed information.

What all this meant is that the experienced permanent staff had learned to open
up oodles of the on-screen case-open forms at the start of their shift, before their
session of call-taking began, filling their large computer screens with empty
case screens. By doing so, they were avoiding a certain downtime while fielding
calls by having these forms open, instead of waiting for the case form to open
when they first answered the call.

They also found a way to close a case immediately upon opening it (or open it as
it closed), so that they would get credit for resolving issues, and resolving them
quickly, in the event that they were able to answer the question without actually
creating a case. So, in essence, the zero-length cases were a different kettle of
fish altogether, an artifact not of the way cases were perceived by management
but as a way to keep the system running, and not getting bogged down in waiting
for the computers.

Learning that there were two different types of operators of the system, I won-
dered if operator type was a source of variation. We can split the data, then, on
the basis of contract or permanent staff and look at the resulting distribution of
times to closure for each group.

For simplicity’s sake, I simply re-ran the previous plot twice, once subsetting on
only those cases taken by the contracted staff and once subsetting on only those
cases taken by the permanent staff. The two re-runs are shown on the following
spread (reduced to fit and allow for some text).
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Cases for the contract staff are on the left and cases for the permanent staff are
on the right and the side-by-side differences are astounding. The compelling
distribution we saw in the last plot is really a mixture distribution from two
highly different processes. The process on the left shows the variance that is
naturally in the process when one fills out the on-screen forms according to plan
while the process on the right shows the use of the trickery of data entry on the
part of the permanent call reps.

The left distribution shows essentially none of the zeros but all of the negatives.
Obviously, then, there is something about the way the permanent staff are trick-
ing the system that allows them to avoid the obvious server synchronization
problem; whether or not their non-negative times are biased by synchronization
issues cannot be assessed.

The distribution of times to closure for the permanent staff is stunning in its
uniformity, once the point mass is taken out of consideration. These permanent
staff created all but three of the cases that have dragged on for over 90 days.

Are these two staffs behaving .
differently or are they getting  s0doys
calls of different natures? Are

the “tough” calls being sent more

often to the permanent staff? Is

there any selection bias in whom 30 ¢
gets what type of call?

Are the staffs even doing the
same thing? The presence of
the point mass at zero for the
permanent staff and the nega-
tives for the contract staff and
the disparities in the distributions
lead one to wonder if these are
really the same process. Should
both groups really be combined 24
in an effort to examine times to
closure?
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A few notes on features of the plots themselves. Note that we could have em-
ployed a you-are-here method to these plots by putting the complementary data
points in the background of the plots. Unfortunately, when these plots were
made, | had not yet envisioned that idea.

The time demarcations are alternating, light-weight stripes in the background,
improving our ability to focus on the data. Again, like a good wait-staff, they are
there when you need them, but essentially invisible when you don’t.

The original plots, subsets of which are shown here, included titles and credits
and explanations like the mixture distribution, so as to provide background in-
formation that supports the data and their interpretation.

The vertical axis is neither linear nor logarithmic but a hybrid that allows us
to deal with the point mass, the anomalies (negatives and over-90s), and the
extreme skewness in the data. The linear scaling between connection points
allows us the ability to easily interpolate between the connection points if we
need to do so.
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